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Abstract—This paper presents activity of a neuron and 

synchronization in a neural group.  
Motion of electric charges is first presented at a boundary in 

electrolyte. A potential wall is formed by space charges and a 
depletion layer. Diffusion current is obtained across the boundary. An 
electro-physical modeling is given for a neuron with two depletion 
layers among three zones. An active neuron operates as an astable 
pulse generator.  

Synchronization of a neural group is then presented to be realized 
by mutual pulse injection among neurons. Synchronization provides a 
neural system with common clock for high performance signal 
processing.  
 

Keywords—Activity of a neuron, electro-physical modeling, 
depletion layer, pulse generation, synchronization.   

I. INTRODUCTION 
ESEARCHES of biological neural systems have been 
studied in individual characteristics of kinds of neurons.  

The research by the authors has been focused in 
characteristics common to kinds of neurons.  

In this paper, an electro-physical modeling is assumed to 
study electro-physical dynamics estimated in a neuron.  

A p – n boundary is assumed in medium of electrolyte. The 
motions of charges are analyzed with diffusion equations. This 
leads to the result of modeling of electric diode between two 
zones. Then forming of a depletion layer and the potential wall 
at the boundary is shown by the analysis with the Poison’s 
equation.  

An electro-physical modeling is given for an active neuron 
with three zones and two depletion layers as a liquid active 
device. A neural group is then shown as a synchronous system 
realized by mutual pulse injection among neurons. 
Synchronous neural system provides a stable timing inside a 
neural group. The capability of recognition of events is 
produced by the time in common in a system of physical 
measures of time, space, and motion.  

 
 

II. MOTION OF ELECTRIC CHARGES AT A BOUNDARY IN 
ELECTROLYTE  

 

A. Formation of electrical zones and a depletion layer 
 
When electric charges are injected into a zone in electrical 

medium, charge density at the zone becomes higher and the 
other zone remains lower. It is assumed that quantity of injected 
charges is little and velocity of charges is low in the medium. A 
depletion layer is induced at a boundary between two zones.  

 
 

Phase 1:   Diffusion of charges by gradient of density FD   
 
Injected p-charges diffuse to n-zone, and n-charges diffuse 

to p-zone by the force of gradient of density FD.  
The operation is analyzed by the diffusion equation in II B.  
 

Phase 2:  Balance of diffusion FD and Coulomb’s force FC   
Coulomb’s force FC (force by potential gradient) appears 

between diffused p- and n-ions. Directions of forces FD and FC 
are opposite. When they are balanced, diffusion is ceased.  

The operation is analyzed by the Poison’s equation in II B.  
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Phase 3:   Cease of diffusion and formation of;  
(a) p-zone and n-zone, and  
(b) space charges and a depletion layer. 

 
The charges included in a boundary are distributed at the 

edge of the boundary by the potential gradient (Coulomb’s 
force) at the boundary.   

A pair of space charges appears at both sides of the 
boundary.  

Potential difference appears in the boundary. And electric 
charges are driven outside the boundary, and two zones and a 
depletion layer formed at the boundary.  

The operation is analyzed by the equation in II B.  
 

 R
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B. Diffusion current through a p–n boundary 
 
p- and n- charges diffuse at a p – n boundary by the gradient 

of density. Figure 1 shows p- and n-charge densities diffused 
by the gradients of their charge densities. A little amount of pn 
and np exist in n- and p-regions as the minority charge under 
thermal equilibrium condition.  

When electric charges are injected or dissipated in the 
medium, positive charge density p(z) at point z is defined by 
Fick’s diffusion equation with initial and boundary conditions.  
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where, Dp (m2/s) is diffusion coefficient. τp is diffusion lifetime 
of p-charges in n- region.  

If the density changes slowly enough,  
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The solution of Eq. (3) is given as;  
 

pp LzLz
n BApzp −+=− εε)(     (4)  

 

ppp DL τ=              (5)  

 
 
 
 

 
 
Fig. 1  Densities of p- and n-ions diffused with the gradients of 
charge densities.  

The following conditions are given as;  
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where,  −VB means a reverse bias. ζ n is length of n-region.  

The followings are obtained by substitituting Eq. (6) into (4).  
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The following is given by the differentiating Eq. (9),  
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Current density Jp of p-charges at z = 0 is given as;  
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Negative signs show decrease of density along time and z- 

axes. Charge density n(z) of negative charges is also given as;  
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τn is diffusion lifetime of n-charges in p- region.  
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Current density of n-charges Jn is also given as;  
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for the following condition.  
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Diffusion current I through the boundary with space S is 

given as the total of Jp and  Jn which flow to apposite directions 
of z-axis.   
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where, Is is saturation current.  

 
 

C. Depth and Capacity of a Depletion Layer  
 
Potential V(z) at a boundary is decided by true electric charge 

density )(zρ  based on the Poison’s equation.  
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where, z is the longitudinal axis of a neuron, εe is the 
permittivity of electrolyte solution. 

True electric charge is defined as the charge unrestrained to 
any place. Then polarization charge at the membrane is 
removed from )(zρ , because the polarization charge is 
restrained to the membrane in a neuron. 

True electric charge density )(zρ  is given by the 
followings, and is shown in Fig.2 (a). 
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where Np, Nn are true electric charge densities at p- and n-side 
of the boundary. q is elementary electric charge.  

 
The electric field  dV(z)/dz    is impressed at the boundary.  
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and,  
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)(zρ  is approximately zero outside the boundary.  
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(a) Distribution of true electric charge density ρ(z).  
 

 
 
(b) Potentials Vp, Vn, and diffusion potential VD .  
 
Fig. 2  Distribution of true electric charge and diffusion 

potential of a boundary.  
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The potential V(z) and the electric field dV(z)/dz are 
continuous at z = 0. The following is obtained by solving 
Eq(19) and the conditions Eqs. (20) ~ (23).  
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It was proved that amount of n-charges at p- side is equal to the 
amount of p-charges at n- side of the boundary.  

The potentials Vp and Vn are also obtained,  
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The electrical diffusion potential VD is defined as follows.  
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The depth of depletion layer is given as,  
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Now, bias VB is assumed applied to a boundary. When VB is 

applied reversely to n-zone against p-zone, the depth of 
depletion layer dB with reverse bias VB is given as follows.  
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The positive charge Q per unit area at the boundary (n-side) 

is given as follows.  
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The structure is assumed as an equivalent capacity.  
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When VB is applied forwardly at the boundary, the capacity 

is given changing VB to – VB . 
 
 

III. ELECTRO-PHYSICAL MODELING OF A NEURON 
 

A. Depth and capacity of depletion layers in a neuron 
 
 

1) Whole aspects of a neuron 
 
A neuron is exhibited as a three-port bio-electrical device 

with dendrite, central part, and axon terminal. These ports are 
assigned as input, ground, and output ports. The ends of 
dendrite and axon terminal are composed of multiple branches 
which are connected to previous and post neurons with 
synapses. Biochemical and electrical couplings are formed by 
synapses. A bio-electrical modeling is given in Fig. 3. An 
excitatory synapse is shown in the figure.  

 
 

2) Signal p-ion injection to a resting neuron  
 
During a neuron is resting, inner potential is kept negative 

and uniform inside the neuron. When neurotransmitters are 
released from previous neurons and accepted by the neuron, 
p-charges of Na+ are injected into the dendrite. Injected p-ions 
play as an excitatory signal into the neuron.  

 
 

3) Motion of signal p-ions at the first depletion layer 
 
The first depletion layer is formed between the dendrite and 

the central parts.  
The depth d1 and the equivalent input capacity cd are given 

as;  
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where, Nd, Nc1 are true electric charge density at the dendrite 
and input end of the central part.  
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VD1 VB1 are diffusion potential and bias appeared forwardly 
at the first depletion layer. 

The depth d1 becomes narrower as injected p-ion at the 
dendrite and/or the forward-bias VB increases. Then signal 
p-ions pass over the first depletion layer easily.  

 
 

4) p-ion injection to the axon terminal 
 
A part of signal p-ions pass through the second depletion 

layer by the thermal motions. Ca channels inject p-ions (Ca2+) 
inside the neuron by stimuli of arrived signal p-ions (Na+). The 
potential in this zone is enhanced, and the axon terminal forms 
p-zone covered by negative potential inside the neuron. By 
Ca2+ injection, charge allocation at the second depletion layer 
should be inverted as shown in Fig. 4. This configuration is 
defined by reverse diode with reverse bias voltage (refer to 
Fig.6). 

 
 

5) Motion of signal p-ions at the second depletion layer 
 
The second depletion layer is formed between the central 

part and the axon terminal. The depth d2 and the equivalent 
output capacity ca are given as;  
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where, Nc2 and Na are true electric charge density at the 
dendrite and input end of the central part. VD2 VB2 are diffusion 
potential and bias appeared at the second depletion layer.  

The depth d2 becomes wider than depth d1.  
Signal p-ions pass over the second depletion layer by the 

force of thermal motion of ions.  
 
 

6) Motion of induced signal n-ions 
 
When signal p-ions arrive at the axon terminal, n-ions are 

injected into the axon terminal by Cl channels.  
n-ions move from the right to the left passing over the second 

and then the first depletion layers. The motion of n-ions from 
right to left is forward, and from left to right is reverse.  

These n-ions play also as the signal together with signal 
p-ions. The p- and n-ions carry signals to the same direction 
with the principle of duality.   

 
 
 
 

 
 
 
 
 
 
 

 
 

Fig. 3  Bio-electric modeling of an activated neuron. Leakage channels are abbreviated.  
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B. Energy Diagram of Electrical Charges 
 
Energy of p- and n-ions in a neuron are illustrated in Fig. 4. 

The energy of p- and n-ions are assumed with a small 
difference to Fermi level as shown in the figure.  

Cl channels at the axon terminal inject n-ions to left at the 
second depletion layer passing over a slope shown in the figure.  

The duality of motions of p- and n-ions is well informed by 
tracing the curve to right (p-ion) and to left (n-ion). The three 
port configuration is kept in spite with a slope at the axon 
terminal (refer to [2]).  

 
 

IV. ELECTRICAL MODELING OF ACTIVITY OF A NEURON  
 
 

A. Electrical Activity in a Neuron 
 
Electrical modeling of an active neuron is shown in Fig. 5.  
id is the current of p-ions injected in the dendrite,  ia is the 

current of sum of arrived p-ions and n-ions injected by 
Cl-channels at the axon terminal. ic is the current through 
resistance Rc of the central part to the outside of a neuron.  
α is current multiplication factor and di⋅α  is equivalent 

current source for the axon terminal.  
 
 
 
 
 

 
 
Fig. 4  Energy diagram of  negative and positive ions with Cl– 
channels at the axon terminal.  

 
 

  
 

B. Characteristics as an Amplifier 
 
Electrical modeling of an operating neuron is shown in Fig.6.  
The points of d0, a0 are outside of membrane. c0 is a virtual 

point taken in the central part. rd and ra are resistances of 
forward diode nd and reverse diode na, rc is the resistance at 
the central part to outside of a neuron. Rd and Ra are external 
resistances of synapses sd and sa.  

dd Rr <<  and aa Rr << . rc is approximately zero. The 
capacities Cd and Ca are caused by the first and second 
depletion layers respectively. Input and output synapses sd and 
sa.are shown as forward diodes for excitatory synapses (p-ions). 
These synapses work as backward diodes for inhibitory 
synapses (n-ions).  

Voltage amplification gain G is given as; 
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Fig. 5  Electrical modeling of an active neuron. 
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Fig. 6  Electrical modeling of an operating neuron. 
 
 
 
 

 
where, vd and va are input and output voltages of a neuron, G, 
K, β  are closed loop gain, open loop gain, and inner feedback 
ratio of a neuron respectively. Oscillation condition is given by 

1≥βK .  

 

In case that the axon terminal has little Cl channels, 1<α , 
1<<βK . Therefore a neuron operates as an amplifier with 

threshold for input signal with positive inner feedback.  
 
 

C. Characteristics as a Pulse Generator 
 
The neuron operates as an oscillator to generate pulses when 

the product of open loop gain K and feedback ration β exceeds 
1.   

This oscillator is composed by self injection without input 
trigger.  

Fig. 7  Astable pulse generator with external injection. 
Dotted line is an original waveform. Solid line is a 
synchronized waveform to input trigger pulse.   
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D. Timing of Output Pulses 
  

where,     , cdd rrR >>+ ∞=ar  An oscillator operates in free running condition without 
external input. Timing of output pulse is adjusted in pull-in 
condition when external input  is added.  di

are assumed for simplified analysis.  
The period of oscillation T is given as the total time length as 

following;  
Output pulses  under free-running and pulled-in 

conditions are shown with dotted and solid lines in Fig. 8 
respectively.  
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V. ORGANIZATION OF A SYNCHRONOUS NEURAL SYSTEM 
 

A. System Synchronization of a neural group 
 
Actual formulation of a neural group is given in Fig. 8. A 

small circle represents a neuron. Input and output signals of a 
neuron are at a branch of the dendrite and at a branch of the 
axon terminal. A set of pair neurons is shown in Fig. 8 (a). 
Connection between two neurons is performed by arrows with 
dual directions. A system of four neurons is shown in Fig.8 (b).  

The timing of output pulse of an oscillator is adjusted by the 
other. When two oscillators are connected with each other, the 
timing is set at a certain timing between two. As number of 
oscillators increases, the variation of timings among neurons is 
reduced and system synchronization is established.  

 
 
 

B. Synchronous Signal processing  
 
This formulation enables system synchronization and 

synchronized signal processing simultaneously. Signal 
processing for multiple inputs and multiple outputs are 
available for dynamic processing including correlation, 
comparison, and detecting variations. This formulation will be 
required for complex, reliable, and fast operation and signal 
processing [6].  

 

 
 

APPENDIX 
 

A. Membrane model by Hodgikin-Huxley 
 
Conventional model was ever given by Hodgkin and 

Huxley[7], and is popular even now.  
This model was composed by the assumption that the 

membrane plays an essential roll of activity. Input p-charge at 
the dendrite induces polarization on the surface of the 
membrane and transmitted to the central part, where Na 
channel takes p-charges inside. These charges are transmitted 
through narrow cross section and amplified at the hillock.  

The electrical circuit is shown by a condenser CM and three 
resistances RNa, RK, and RL with electric cells ENa, EK, and EL for 
Na, K, and leakage channels.  

 
1) Active element is not included.  

This circuit is a certain circuit for charge – discharge 
operation. This circuit does not include any negative resistance 
nor other active elements. This circuit does not belong to any 
active circuit.  

 
2) Membrane cannot transmit electric signal. 

The potential and current to transmit information signal are 
defined by the true electric charge density and polarization 
charge on the membrane must be deleted from the true electric 
charge density as shown in Chapter 2 in this paper.  

Electric communication system and computer are fist 
developed by inventions of three-port active devices (triode 
and transistor), and these actual systems could not composed 
only by two-terminal active devices.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

(a) A set of two neurons.                                       (b) A system by four neurons. 
 

Fig. 8 Synchronization and signal processing by mutual injection. 
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Fig. 9 Membrane model of an active neuron.  
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